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T=RSRS

LSTID In a nutshell

Large-scale Travelling lonospheric Disturbances
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T=RSRS LSTID In a nutshell

Large-scale Travelling lonospheric Disturbances
17/03/2015 00:30 UT

TIDs constitute a threat for operational systems using
predictable 1onospheric characteristics as they can impose
disturbances with:

- amplitudes of up to ~20% of the ambient electron density

- a Doppler frequency shift of the order
of 0.5 Hz on HF signals

- perturbations in the Total Electron Content (TEC) from
less than 1 TEC unit (TECU) up to 10 TECU.
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T=RSRS

LSTID In a nutshell

LSTIDs occurrence chain of events from the auroral oval to middle latitudes

Energy injection at high latitude
inducing Joule heating
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RS RS LSTIDs forecasting

LSTID forecasting: general strategy

Magnetosphere lonosphere Earth
’ e UT . .
* Solar cycle e LT i% CQJ’QD@I, Mass QjQC_tLQnm
* F10.7

* SSN

DoY)+ Geomagnetic storm
Auroral acrivity

Alnstru ments

Input features
Output features

Solar
imager

Solar imagers: L1 spacecraft: Magnetometers lonosondes + (GNSS)
* SW speed * SW speed * Dst | [* TIDonset
* SWdirection | ¢ SW |B] .+ Kp | |* TID period
« SW Bx, By, Bz s AE | |* TIDazimuth TechTIDE DB
* SW Dynamic * Single MMs ) 1:3 Zmp“.tUde
pressure * Auroral activity ! uration
.+ (ROTI at Poles)
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RS RS LSTIDs forecasting

LSTID forecasting: general strategy

e From solar imagers data, one can obtain the solar wind speed and
following the estimated time of arrival at the Earth together with the
expected magnetic field vector. This is the first possible driver of LSTIDs.
Highest time horizon, smallest reliability/accuracy.

e From L1 spacecraft, we can calculate the values forecasted by solar
imagers-based models. )

e From magnetometers, we can understand the current state of the
Magnetosphere-lonosphere system. Smallest time horizon, highest
reliability/acuracy.

4cast based on solar imager data-based wind models

<0 2

1-3 Hours 3 to several hours Few Days
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RS RS LSTIDs forecasting

LSTID short-term forecasting: general strategy

netosphere lonosphere Earth

’ e UT . .
T ﬁ? Coronal mass ejection
* Doy s% Geomagnetic storm

Auroral acrivity

Alnstru ments

Input features
Output features

* Dst * TID onset
* Kp | |* TID period
« AE { |+ TID azimuth TechTIDE DB
* Single MMs . TIDampll_tude
i |* TID duration
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RS RS LSTID ST forecasting model
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RS RS LSTID ST forecasting model

Developing the ML models: features & labels

1-10 Sep 2015

o EUA
S 5 HREUidk

Vector velocities estimated on 23 March 2023 at 19:55 UT
' RN R
doron ngth scake ?;zi»-__ Eu,Jr'u: 5-"';:$ ;_];g- P:\j:’ Sy
Lab el S = | R4 ﬁflﬂid TN
. ] = o oz g SR
» HF-INT refined LSTID catalogue provided by Ebro Observatory o am | 3.0 vﬁ!j{ f’l‘%
g iad s:ﬂ%“ B I '
. . o L. L T T L
»SPCONT (Spectral Contribution ponskusck 3 N A IAN Y
W vl 5 N R e I
from single ionosonde, FFT on 6-h) - | L };’*f
. . . . | ‘L\. , s 4 W_L }r ,; .
» HF-EU index (European Activity index based on HF interferometry) T B e S I / S
I T

Longitude

Cesaroni C., LSTID forecasting 9 PITHIA NRF & T-FORS 2nd Training School




T=RSRS Detecting LSTIDs

The Detection method: HF-Interferometry
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http://giro.uml.edu/didbase/scaled.php

T=RSRS Detecting LSTIDs

Products associated

e HF-EU Index OE_HFI_YYYYMMDDHHmMm_COND.log
- files every 5 minutes

4

3.6

> One Index for the whole network. =

25 —8

> Itis the product of the average intensity of the TID
(related to the spectral contribution) multiplied by
the area affected (number of stations).

Activity Index

> The thresholds have been established by statistics -

> O means no data 0 10 20 | 30 40 50 E 70 | B0 | 80 I1IZI'EI

Occurrence of Events [%]

> 0.1 means nothing detected
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T=RSRS Detecting LSTIDs

I Global Index: TID Vector velocities on 2017-01-27 at 02:50 UT
Problems of the method S
ctivity'over ionosondes
Sporadic E layer, Es s | . RIS
. . . Weak
> We cannot see what is happening in F layer. . b LIRS o2 e — |
>  Affects specially on summertime at central hours of the day. Velocity scales
Lack of data 45N | v=235588 mﬁ%
. . . 763 YTV 730 mis
> Technical problems in some stations won | . o
> Connectivity problems with GIRO DIDBase o | 9

> The TechTIDE portal storage the real-time data. To fix connectivity problems, time to timea  tow sw 0 SE 10F 15E 208 25€ 30E 35E
reanalysis is carried out. But it is not storage in the TechTIDE portal
Uncertainty in the azimuth determination at the edge of the network

> The methodology to find the azimuth has an intrinsic uncertainty of 360° for stations
located at the edge of the network (not usual but sometimes happens).

Intrinsic delay (Need to adopt a criteria for time detection)

> The detection time refers to the last download of the data. Then the method
looks for periodicities in the previous 6 hours.

> As we look for periodicities in the input data, we need a full period to detect it.

> The method considers a detection if there is a coherent periodicity in a
minimum of 4 stations. Then, a propagation time is needed to affect 4 station,
it will depend on the azimuth of the perturbation and the velocity.

> Impact on the distribution of the time of detection
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T=RSRS

HF-INT: Catalogue of events

Detecting LSTIDs

[ Global Index: NO TID

Vector velocities on 2017-04-14 at 22:00 UT

Activity over icnosondes
No data ©
No activity @ i
® Insignificant s
Weak
Moderate
Strong s
9 Very Strong

Velocity scales

W,

50 m/s !
-500 my/s » -
-750 m/fs

50 m/s

e Visual inspection to determine LSTIDs
events son | ® e
> Looking for coherent velocity propagation 45N ¢
40N | ®
> 760 TIDs events detected and recorded above
Europe between FEB 2014 to DEC 2022 R T

e Determination of onset time and duration

> Approximative

e Average of the main characteristics of the

60 N

55N |

TID for all stations and during the whole

event.

45 N +

40 N +

35N

50N r

[ Global Index: NO TID

10E 15E 20E 25E 30E 35E

Vector velocities on 2021-10-26 at 20:00 UT

Activity over ionosondes
v<250 m/s
v=250-500 m/s
v=500-750 m/s
v>750 m/s

Insignificant s
Weak
Moderate

Strong s
Very Strong

283

560

10W b5W 0 5E

10E 15E 20E 25E 30E 35E

Included
In the
catalogue

| Not included

In the
catalogue
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T=RSRS HF-EU index vs HF-INT catalogue

* Pros HF-EU index

> Automatic determination of the index clear criteria.

e Cons

> Not all events with large index (above 1.75) are
LSTIDs; presence of solar terminator effects and
situations with a perturbation but with a non-
coherent velocity.

> No spatial information (you must go back to the
raw data)

> Although, you can determine an onset time
automatically, you must keep in mind the delay
problem of the method.

* Pros Catalogue

> We are sure that all events in the
Catalogue are LSTIDs.

> One file per year. Easy to work with.

e Cons

> Not all TIDs are in the Catalogue, maybe
not detected, no data, etc.

> No spatial information (you must be back
to the raw data)

> Created by human inspection, probably
biased.

> Difficulties to determine the starting time
and the duration of the event.

Cesaroni C., LSTID forecasting
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<A RS~How to model and forecast an ionospheric phenomenon?

Physics-based

\ models
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=R RS~ How to model and forecast an lonospheric phenomenon?

ML/DL models, PhySiCZ'blased
Empirical models models
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=R RS~ How to model and forecast an ionospheric phenomenon?

ML/DL models,
Empirical models

Physics-based
models

Physics Informed
ML models, Data
assimilation
models, Explainable
Al
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THRSRS ML based forecasting

1 2 3. 4
Exploratory data analysis Feature selection Build and train Neural Deploy model
Network
Impute missing values o Performance evaluation
Data normalization Parameter tuning &
Sync different sources , o L cross-validation Re-train Neural Network
Split training & validation
Data visualization & sets
iInspection
(garbage in, garbage out)
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HARo RS- Interpretability vs Accuracy trade-off

Interpretable Accurate

Complex y -
model
Simple model — X

Interpretable or accurate:

Cesaroni C., LSTID forecasting PITHIA NRF & T-FORS 2nd Training School



RS RS Catalogue based model

Developing the ST ML models: catalogue-based forecasting

Binary TID activity
. . L Inputs e o L (Y/N)
» The problem is handled as a binary classification classification

Solar cycle, F10.7/S5N,

» We are working with the HF-INT refined LSTID Dst, Kp, AE, MMs time

series, ROTIL UT, LT, DOY

catalogue provided by Ebro Observatory

» In the catalogue, there are 760 TIDs events detected _
Start time 20220111 21:00
and recorded above Europe between FEB 2014 to _
Duration 2.0 hrs
DEC 2022 _ ,
Period 119.74 min
» The database is generated by leveraging a network of Amplitude 0.72 MHz
lonosondes covering the European sector Velocity 597.47 m/s
Azimuth 202.39°
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T=RSRS Our features and labels so far...

Variables input to the model fall into the following categories:
. Geomagnetic indices: IE, IL, IU, HP-30, SMR and moving averages for those variables;
. HF related: HF-EU index; single station spectral contribution, azimuth, velocity
. Solar: F10.7, solar zenith angle;

. Solar wind and IMF: B,, v,, p;

Given the time series (with a time resolution of 30 mins), we create the target as a feature taking on two values:
. 1 from 3 hours before the start of an LSTID until its end;

. O otherwise;

We can frame our problem as a multivariate time-series binary classification

Cesaroni C., LSTID forecasting PITHIA NRF & T-FORS 2nd Training School




T=RSRS

color

100+

-0.8

50

-50 -

-100

t-distributed Stochastic Neighbor Embedding (t-
SNE)

Features space

color

151

-0.8

10+

0.6

0.4

0.2

Uniform Manifold Approximation and Projection
(UMAP)
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T=RSRS Our ML stack

. Easily understandable and adaptable syntax ﬁ
.  One of the top languages for training ML models

. Category & Boosting (gradient boosting on decision trees)
. A symmetric balanced tree architecture leads to an efficient CPU implementation,
decreases prediction time (great for real-time inference) and controls overfitting : CatBoost
.  Categorical and missing values are handled natively
. Integrates SHAP to break predictions into features’ contributions

.  Efficient optimisation framework for model hyper-parameters tuning l
. Machine Learning Operations (MLOps) to organise and manage ML experiments
mlf/ow

. The SHapley Additive exPlanation (SHAP) framework allows to test features '“l.
Influence on the model output from both global and local aspects .||||
. Enhancement for interpretability and explainability of the model — very desirable
features in potentially high-risk settings SHAP

Cesaroni C., LSTID forecasting PITHIA NRF & T-FORS 2nd Training School



=RSRS How can we explain the model?

(A) “Black box” model prediction [reebplainer - “White box” local explanation
Age =65 Age =65
BMI =40 BMI =40

Blood pressure = 180 Blood pressure =180

Sex = Female Sex = Female

Mortality risk score = 4 Mortality risk score = 4

(B) Combining local explanations from many samples... ...can lead to global model insights

Model summarization §27.1
Tree

Explainer Feature dependence

Datasets
(mortality)
(kidney)
(hospital)

Interaction effects

# samples
SHAP values
(local explanations)

Model monitoring 5274

Explanation embeddings §27.5

# features # features
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HRoRS- Training-Validation dataset splitting

Train/Test spiit - fold 1

Train/Test split - fold 2

|

oy
1 1 l
|

Train/Test spiit - lold 3
]

Train/Test split - fold 4

Train/Test split - fold 5

2022

2018 2019 2020 mn
delrlre

2013 2016 2017

Why so?

Because time series
samples, in general,
are not independent
and identically
distributed
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=R RS~ Local to global interpretation: feature importance

High
hf h.
iu_mav_6h +0.45
iu_mav_6h w
hf +0.42 - -
hf_mav_2h +0.26 - iu_mav_12h '*'“
solar zenith_angle +0.25 olar_zenith_angle -“
iu_mav_12h +0.23 iu_mav_24h ﬁ
hp_30 +0.12 - . - . - . - _ azimuth_pg v l )
-]
i 0.11 =
iu_mav_24h + hp_30 g
i )
azimuth +0.1 _ v
-4 f 107 _adj %
f 107_ad] +0.07 | i
ie_mav_24h
ie_mav_6h +0.06
azimuth_ff .
azimuth_jr +0.06 -
ie_mav_24h +0.06- azimuth_jr
smr +0.05 - azimuth_vt
ie_mav_3h +0.05 azimuth_ro
Sum of 38 other features +0.5 smr
| | ' ' ' ' : ! ' - ' . - - - Low
00 01 0.2 0.3 04 0.5 ~15 -1.0 -05 00 05 1.0 15 20 25

mean(|SHAP value|) SHAP value (impact on model output)
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=R RS+ Local interpretation: 23/12/2022 22:20, LSTID lasted 1.5h

Threshold=0.5

higher = lower

base value f(x)
0.006798 0.01116 0.01827 0.02976 0. UABH 0. C?BG? 0.1209 0.1848 0.230.272 0.3812 0.5039 0.6262 0.7341
- \>>>))}l--—ll((<
mav_3h = 387.7 |u vaﬂatmn -U hp SD 3.667 |u ~mav_3h=247.3 iu_mav_12h=99.1 " iu_mav_6h = 166 hf = 0.1 'il_mav_24h= -155.4 'lu_mav_24h =79
higher < lower
base value f(x)
0.0003407 0.002512 0.01827 0. 1233 0. JCBQ 0. 882&— 0.94 0.9823
I
Il_variation = 0 ' solar_zenith_angle = 122.9 iu_mav_12h = 1154 lu_mau_ﬁh = ‘152.4 hf=2.42
higher — lower
base value f(X)
0.0003407 0.002512 0.01827 0. 1233 0. SCSQ 0. 8854 0.94 0.9823
hp_30 = 5333 iu_mav_12h = 1{}85 hf=2.43

higher = lower

base value f(x)
0.01116 0.01827 0.02976 0. CJrSH 0. G?UQ? 0. 1233 848 0.25 a?a 0. 3812 0.5039 0.6262
8 hp_30=3 scﬂar zenith_angle = 150.4 f ‘10? _adj= 129 ie_mav_3h = 321 4 iu_mav_12h =94.2 hf=0.57 |u mav_6h = 149 ju_variation =1 ' ie_mav_24h =240.4 |
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T=RSRS

TID doesn't occur

TID occurs

True
Negative

False
Negative

TID not predicted

False
Positive

True
Positive

TID predicted

Global performance evaluation

. TP o TP P % R
TP+ FP TP+ FN

Precision is a good measure to determinee, when the
costs of False Positive is high

Recall actually calculates how many of the Actual
Positives our model capture through labeling it as
Positive (True Positive)

F1 Score might be a better measure to use if we need to
seek a balance between Precision and Recall AND there
IS an uneven class distribution (large number of Actual
Negatives).

Cesaroni C., LSTID forecasting
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=R RS+  Model performance so far...

No LSTIDs LSTIDs

F1 score 0.97+0.01 0.49+0.04

TID doesn't occur

Precision 0.97+0.01 0.49+0.01

Recall
w e, ® . O-96i 0002 0.50 i 0.07
E (sensitivity)
a
|_
TP TP P * R
TID not predicted TID predicted TP + FP TP -+ FN P + R
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T=RSRS

Threshold=1

Model performance so far...

ROC Curve (ROC-AUC: 0.90)

/

Threshold=0

False Positive Rate

PR Curve (PR-AUC: 0.57)

(]
ra
o
s
o
fa]
o
o]
—_—

Recall

R — TP TP P xR
- TP+FN P =Tp¥Fp
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=R RS~  How to improve the model performance...

hf
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1 i Aid o v L) T H k " i AR l'-"; . 2R | S (¢ : , el S S % LA I A.-\-'. J'.».’: ‘,;’ '.‘,
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Nov 7, 2022 Nov 8, 2022 Nov 9, 2022 v 07.00:00 Nov.0%, 1200 Nov 08, 00:00 Nev 08. 12:00 Nov 09. 00:00

Time UT o002

« The model correctly predicts some LSTID occurrences (12:00 — 03:00), which were not in the HF catalogue (True) but
apparent in GNSS-derived dTEC (Keogram)

« Despite that, the model still struggles to confidently predict TID occurrences (the prediction oscillates between true and
false)

« Nevertheless, the model does not predict the LSTIDs happening during daytime of the 8" of November

Cesaroni C., LSTID forecasting 32 PITHIA NRF & T-FORS 2nd Training School
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T=RSRS Take home messages and next steps

« LSTIDs are due a complex chain of physical phenomena hardly predictable
« There are no physical models capable of predicting LSTID so far

 The T-FORS project is trying to develop a prototype model based on ML/techniques facing the problem as a binary
classification and regression for HF-EU index prediction (not shown in this talk)

« So far, a gradient boosting on decision tree model seems to be promising in predicting the occurrence of LSTID a few
hours in advance

« SHAP values give the opportunity to locally interpret the model results and, in turn, to globally define the features
Importance.

« Ancillary data (e.g. detrended TEC) can be used to identify both failures of the prediction model and LSTIDs not included
In the catalogue

* |dentify additional important features to drive the model

 Include other data sources to create a more complete and reliable catalogue of the events (automatic detection
algorithm based on detrended TEC is under development)
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Thank you for your attention!

Funded by the
European Union

The T-FORS project is funded by the European Union (GA-101081835). Views and opinions expressed are however those of
the author(s) only and do not necessarily reflect those of the European Union or the European Health and Digital Executive

Agency (HaDEA). Neither the European Union nor the granting authority can be held responsible for them.
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T=RSRS WP2 Results

Developing the ML models: catalogue-based forecasting

» We run different configurations of the models with different hyperparameters

» Best performances are obtained using neural networks

» Results are not satisfactory: we are not able yet to classify correctly the two classes
based on external drivers

» This suggests no clear correlation between the classes, given the features used
CNN FFNN

0.7616914904697427 0.7743985001562337

ctual label
Actual label
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T=RSRS WP2 Results

Developing the ST-HA ML models: LSTID indices-based forecasting

« IL,1U,GNSS, LT and SPCont values are considered as features
* If SPcont > Treshold then an LSTID is detected (otherwise no LSTID is detected).
 The LSTID forecasting is treated as a binary classification problem

Research scenarios:

Scenario 1: Prediction of LSTID based exclusively on the most recent SPcont values.

Scenario 2: Prediction of LSTID based exclusively on the most recent IL,IU,GNSS, LT values.

Rationale: Is it possible to have an (even less reliable) decision on whether an LSTID occurs, in the case where the most
recent SPcont values are missing?

Scenario 3: Prediction of LSTID based on both (a) the most recent SPcont values and (b) the most recent
IL,IU,GNSSHL, LT values.

Rationale: How reliable is a decision on whether an LSTID occurs, in the case where (a) the available most recent
SPcont values and (b) the most recent IL, IU, GNSS,;, LT values are considered?

Classifiers employed:

> Feedforward Neural Network classifier — FNN
> Block Recurrent Neural Network classifier — RNN
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T=RSRS WP2 Results

Developing the ML models: LSTID indices-based forecasting

Scenario 1: Prediction of LSTID based exclusively on the most recent SPcont values.

Data set creation
FNN classifier (P-dimensional input «<—1-dim. output)

102

|SP(t —P —5s+1),...,SP(t —s)] <« c(t) L

P = past-size window, s = no. of time-steps ahead (5mins resolution) #=

ek

T=05, P=24, s=1,..,12

QEd -

Remarks:

e R o

oTrained FNN classifier has high classification performance as oS

evidenced by precision and recall metrics

oSPcont classes can be forecasted with high accuracy, given that pastes|

SPcont observations are available (5% of cases)

oEL

)

o(t) = 0, SPcont<T
|1, SPcont>T

Recall{R)-Frecison F1 -F 15 §1]
1

DEEL

Fepr aheao
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T=RSRS WP2 Results

Developing the ST-HA ML models: LSTID indices-based forecasting

Scenario 2: Prediction of LSTID based exclusively on the most recent IL, IU, GNSS, LT values.
Data set creation

FNN classifier (4-dimensional input «<1-dim. output) @ ={3 Sheomt S
[min(IL(t —P—-s+1:t— S)),max(IU(t —P—-s+1:t— S)),max(GNSS(t —P—-—s+1:t— S)),LT(t)] — c(t)
P = past-size window, s = no. of time-steps ahead (5mins resolution) .- | Recd RurFmcson F-Fiace T
N
Remarks: —

The results of the FNN classifier are less accurate than in the case
where only the SPcont past values are considered ( )
(however, in the latter case, no missing values were considered).

Q p 4 s £ L=

SN aMal
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T=RSRS WP2 Results

Developing the ST-HA ML models: LSTID indices-based forecasting

Scenario 3: Prediction of LSTID based on both (a) the most recent SPcont values and (b) the most recent IL,IU, GNSS, LT values.

FNN classifier (5-dimensional input <= 1-dim. output)

| ,min(IL(t—P—s+1:t—s)),max(IlU(t —P —s+ 1:t —s)),max(GNSS(t — P —s + 1:t — 5)),LT(t)| < c(t)
Remarks Fecadl ®1-Freoson Fl-Flroome §
ass — I I I I
The results of the FNN classifier are more accurate than in the —n w0-[r Lo
case where only IL, IU, GNSS, LT ( ) past values are os| it

exclusively considered as inputs.

The results of the FNN classifier are less accurate than in the
case where only the SPcont past values are considered

( ) (however, Iin the latter case, no missing values were =
considered).

The block-RNN classifier exhibits higher performance compared to
the FNN one (this may be due to the different way the input | | | . |
Information is treated in the two cases). d : L : =

Cesaroni C., LSTID forecasting 41 PITHIA NRF & T-FORS 2nd Training School




T=RSRS WP2 Results

Developing the ST-HA ML models: LSTID indices-based forecasting

Scenario 3: Prediction of LSTID based on both (a) the most recent SPcont values and (b) the most recent IL, IU,
GNSS, LT c(t)={0’ SPcont < T

Data set creation -
RNN classifier (5 - P-dimensional input «—1-dim. output)
| ALt —P —s+1),..,IL(t —s),IlU(t—P—s+1),..,1U(t —s),GNSS(t —P —s + 1),..., GNSS(t — s), LT (t)] < c(t)

SPcont and GNSS missing values have been interpolated 1055 data theta 70

—— RNN classifier
- RNN classifier no covariants

Remarks:
oWhen interpolated SPcont values are considered, IL,IU,GNSS, LT
drivers boost classification performance (>80% times)

Scenario 3

/

oThe results of the RNN classifier are more accurate than in the casesg:- /
where only IL,IU,GNSS, LT past values are exclusively considered as .
inputs (Scenario 2). Scenario 2

oThe results of the RNN classifiers are less accurate than in the case
where only the SPcont past values are considered (Scenario 1)
(however, in the latter case, no missing values were considered).

0.4

2 4 (5} 8 10 12
forecast horizon
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T=RSRS WP2 Results

Remarks and way forward
Based on the user needs collected by WP1, we focused on the ST-HA model development.

Catalogue-based forecasting:

> Add new Input features
> Investigate other catalogue-based model time-delays\input time window
> Investigate the possibility to exploit HF EU index as a feature/label

Indices-based forecasting:

> Application of the model to other stations (only Juliusruh was considered).

> Utilization of larger data sets (longer time periods).

> Intensive study of the data (e.g., the time periods where LSTIDs are encountered).

» Dealing with the missing data issue (e.g., the cases where the SPcont computation falls).

> Performing classification at a specific station utilizing data from higher latitude stations.
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T=RSRS WP2 Results

Remarks and way forward

Medium term — medium accuracy:

To extend the forecasting horizon up to several hours:
» EXxploit the parameters measured at L1

» Investigate the possibility to exploit NOA model (SWIF) to relate IMF to
lonospheric storm features

Long term — Low accuracy:

To extend the forecasting horizon up to one/two days:

» Build a stacked model (including already existing models) starting from
CME parameters provided by CACTUS to forecast SW parameters at L1
and, in turn, the geomagnetic indices at ground.
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Al vs ML vs DL

Credits: E. Querci della Rovere

Artificial Intelligence (Al)

/ Generative
" Artificial Intelligence

| Large Language
| Models (LLM)

'\ Generative
Pre-Trained
Transformers (GPT)

GPT-4

ChatGPT
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Al vs ML vs DL

Artificial Intelligence (Al)

Generative
Artificial Intelligence

Large Language
Models (LLM)

Generative
Pre-Trained
Transformers (GPT)

GPT-4

ChatGPT

Credits: E. Querci della Rovere

Feature extraction Classification
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